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An examination of simulated geomagnetic
reversals from a palaeomagnetic perspective

By Robert S. C o e, Lionel Hongr e a n d Gary A. Glatzmaier

Department of Earth Sciences, University of California,
Santa Cruz, CA 95064, USA

Four magnetic polarity reversals that occurred during two numerical simulations
of the Glatzmaier{Roberts geodynamo display a range of behaviour that resembles
records of real reversals of the Earth’s magnetic ­ eld in some ways, and suggests
additional insights in others. Two reversals happened during the homogeneous sim-
ulation, which prescribes spatially uniform heat ®ux at the core{mantle boundary
(CMB); and two occurred during the tomographic simulation, which speci­ es variable
CMB heat ®ux patterned after a low-order seismic velocity model from tomographic
investigation of the lower mantle. All but one were accomplished within 2000{7000
(model) years, whereas the second tomographic reversal took 22 000 years. The two
homogeneous transitions display low intensities typical of real reversals, with longer-
term variation resembling what has been called `sawtooth’ behaviour. During the
­ rst tomographic reversal extremely high non-dipole ­ elds occur in some regions,
the result of strong patches of vertical ®ux that appear in less than 100 years and
grow rapidly for several hundred more. The intensity during the second tomographic
reversal is unusually low for a long time, and large-amplitude oscillations in direction
are common. The ­ elds in the middle of the polarity transitions are dominantly non-
dipolar for all but the ­ rst tomographic reversal. One consists of spherical harmonics
that are mainly antisymmetric about the equator, two by symmetric harmonics, and
one by a mixture of symmetric and antisymmetric harmonics. Despite this wide vari-
ety of characteristics, all reversals occur when the non-dipole energy trend is upward.
Finally, after running 300 kyr and reversing twice, the density of transitional virtual
geomagnetic poles in the tomographic simulations exhibits a crude statistical corre-
lation with areas of higher-than-average CMB heat ®ux, o¬ering some support for
hypotheses of preferred bands and patches.

Keywords: geomagnetic reversals; polarity transitions; geodynamo simulations;
palaeomagnetism; core processes; geomagnetism

1. Introduction

During the past 25 years, the palaeomagnetic community has invested substantial
e¬ort in obtaining records of geomagnetic polarity reversals. Although these demon-
strate that there is signi­ cant variation in the detailed ­ eld behaviour for di¬erent
reversals and at di¬erent places during the same reversal, there are broad similarities
among many reversal records (Bogue & Merrill 1992; Ho¬man 1992, 1996; Jacobs
1994). The average duration for ­ eld reversal is ca. 5 kyr and the transition ­ eld
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intensity is usually lower by 50{90% when directions are intermediate between nor-
mal and reversed polarity. Before attaining stable polarity of the opposite sense, the
direction during the transition may brie®y rebound to its old polarity; or it may con-
tinue on to new polarity while regaining much or all of the intensity it lost, only to
revert shortly thereafter to intermediate directions and low intensities before ­ nally
achieving stable reversal. In addition, some of the most detailed studies in lava ®ows
and sediments suggest that

(i) the transitional ­ eld may linger around some `preferred’ direction and move
rapidly away from others (Mankinen et al . 1985; Ho¬man 1992, 1996; Glen et
al . 1994);

(ii) the ­ eld intensity before or just after completion of the reversal may temporar-
ily overshoot the ordinary value for full polarity by 50% or more (Pŕevot et al .
1985a; b; Bogue & Merrill 1992); and

(iii) the behaviour of the ­ elds in successive reversals at a given location is some-
times much more similar than would be expected by coincidence (Bogue & Coe
1982; Clement et al . 1995; Herrero-Bervera & Coe 1999).

Nonetheless, because of the scarcity of such records and their limitations as regards
completeness, resolution and ­ delity, many questions still remain about the character
of reversals. For example, is the ­ eld predominantly dipolar or non-dipolar when it is
reversing? Early evidence for low intensity during reversals convinced most scientists
that the transition ­ eld is mainly non-dipolar, the dipole ­ eld decaying away and then
growing back with opposite sign (Van Zijl et al . 1962; Momose 1963). A few scientists,
however, favoured inclined dipole explanations for the intermediate directions (Creer
& Ispir 1970; Steinhauser & Vincenz 1973). When Hillhouse & Cox (1976) published
their Western US Lake Tecopa record of the Matuyama{Brunhes reversal, showing
that the virtual geomagnetic poles (VGPs) fell in a very di¬erent longitudinal band
from that de­ ned by VGPs from the Japanese Boso Peninsula record (Niitsuma 1971)
of the same reversal, the non-dipolar hypothesis appeared to be con­ rmed and the
question settled. This satisfying state of a¬airs did not last for long, though: Valet et
al . (1988) restudied the Lake Tecopa sediments and found quite di¬erent VGPs that
depended on the type of laboratory demagnetization employed, suggesting that the
rocks had acquired a secondary chemical remanence and that the transition record
was not reliable.

The debate has continued without resolution, even as more records from both
sedimentary and volcanic rocks have accumulated. Some authors cite records that
show clustering of transitional VGPs of records into preferred longitudinal bands
(Laj et al . 1991) or patches (Ho¬man 1992) as evidence for dipole predominance
(Tric et al . 1991; Clement 1992; Ho¬man 1996). Others have contested the reality
of such geographical clustering for a variety of reasons (Rochette 1990; Langereis et
al . 1992; Valet et al . 1992; McFadden et al . 1993; Pŕevot & Camps 1993; Quidelleur
& Valet 1994; Quidelleur et al . 1995). We return to this question toward the end of
the paper when we examine the simulations for geographic con­ nement.

The question of whether transitional VGPs cluster geographically raises another
important issue more directly: to what extent do lateral inhomogeneities in the lower-
most mantle exert control on the course of reversal? The preferred bands and patches
that have been proposed lie above lower-mantle regions inferred to have relatively
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high seismic velocity (Su et al . 1994), which indicates lower-than-average tempera-
ture, di¬erent chemical composition, or both. Many authors have pointed out that
lateral variations in temperature gradient at the core{mantle boundary (CMB) would
cause proportional variations in the heat conducted across it. This would presum-
ably a¬ect dynamo processes in the core (Cox & Doell 1964; Hide 1970; Bloxham &
Gubbins 1987), and it might produce clustering of transitional VGPs. If such were in
fact the case for the Earth, then one could attempt to trace the temporal evolution
of conditions at the CMB by studying transitional VGP clustering further back in
geological time.

At a more basic level, there are other unresolved questions. For example, do rever-
sals require an independent triggering event, either external or internal, or are they a
built-in result of instabilities in the magnetohydrodynamic processes? How much can
one reversal di¬er from another in duration and magnetic signature? In this paper
we attempt to gain additional insight into all these questions by examining reversals
that have occurred in supercomputer simulations of the geodynamo and comparing
them with palaeomagnetic observations.

2. The simulations

Glatzmaier & Roberts (1996, 1997) have described elsewhere their physical model,
including its implementation as a dynamically self-consistent computer simulation
of the geodynamo. Here we give only the briefest outline. The equations describing
the time-dependent thermal, compositional, velocity and magnetic ­ elds are solved
simultaneously in the three-dimensional, spherical geometry appropriate for the core.
Nonlinear interactions are fully taken into account, but the short time-step required
limits the spatial resolution that can be employed and still achieve usefully long
simulations, even using supercomputers with parallel processors. Hence, eddy di¬u-
sion has to be introduced to represent the e¬ects of unresolved eddies, as is done
in models of the oceans and atmosphere. Thermal and compositional buoyancy pro-
duced by fractional crystallization onto the solid inner core drives the ®uid motions
that power the simulated dynamo in the electrically conducting ®uid of the outer
core. The overall strength of this convection is ultimately controlled by the rate
that heat can escape from the core. This is prescribed by the heat ®ux through the
CMB, which is held constant because it depends on the temperature gradient in the
lowermost mantle, which can change only on time-scales much longer than the sim-
ulations. The lateral variation of CMB radial heat ®ux distribution, however, has an
important in®uence on the structure of convection in the simulations. So far, we have
investigated eight simulations with di¬erent distributions (Glatzmaier et al . 1999).

In this paper, we will limit our examination to two of those simulations. The
­ rst is the homogeneous case, characterized by uniform heat ®ux across the CMB.
The total heat leaving the core is prescribed to be 7.2 TW, only 2.2 TW of which
arises from the superadiabatic temperature gradient that drives convection. The
second we call the tomographic case (­ gure 1) because it has variable heat ®ux over
the CMB patterned after the low-order seismic velocities derived from tomographic
studies of the lowermost mantle (Su et al . 1994): that is, more heat than average
®ows out of the core into faster-than-average mantle, because, presumably, it is
cooler. The total heat ®ux through the CMB is the same as for the homogeneous
case, and the peak-to-peak variation is three times the average superadiabatic heat
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- -
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Figure 1. Pattern of heat ° ux at the CMB prescribed for the tomographic simulation, based on
lower-mantle seismic velocity inversion of Su et al . (1994), as described in the text. Solid lines,
values above the mean; broken lines, values below the mean. The zero of longitude is on the left.

®ux (0.0446 W m 2), a conservative value based on mantle convection simulations
(Tackley et al . 1994). The numerical simulation program outputs Schmidt quasi-
normalized Gauss coe¯ cients for the scalar magnetic potential up to degree and
order 21, usually at regular time-steps of ca. 15, 50 or 100 years. (Note that the
computational time-step is much shorter: ca. 15 days.) From these series of Gauss
coe¯ cients, we calculated the simulated ­ eld at the Earth’s surface for examination
and analysis in this paper.

Both simulations have reversed twice during runs of 300 000 model years. We
should emphasize from the outset that the reversals were entirely spontaneous,
involving no imposed triggering of any kind. They arose from instabilities inher-
ent in the MHD process itself, and thus argue against the need to call upon any
other kind of triggering to explain geomagnetic reversals, such as the impact reversal
mechanism proposed by Muller & Morris (1986).

To what extent do the ­ elds produced by these simulations resemble observations
of the geomagnetic ­ eld? As shown in ­ gure 2, they are surprisingly Earth-like in
terms of their time-averaged spatial power spectra (Lowes 1974):

Rn = (n + 1)

nX

m = 0

[(gm
n )2 + (hm

n )2]:

Their least-squares slopes from degree 2 to 12 are remarkably similar to those derived
for the Earth from Magsat data (Langel & Estes 1982). The dipole power, R1, dom-
inates in all three spectra, and R2 lies noticeably below the general trend, making
a V-shaped notch that is also found in analysis of the geomagnetic ­ eld during the
past 2000 years using historic and archaeomagnetic records (Hongre et al . 1998).
However, neither the homogeneous nor the tomographic simulation reproduces the
Earth’s value of g0

2=g0
1 = +0:04, obtained by averaging over the last 5 Ma of palaeo-

magnetic records (Johnson & Constable 1995; Merrill et al . 1996; McElhinny et al .
1996). Instead, each gives approximately 0:02. In addition, both simulated spectra
are distinctly lower than that for the modern ­ eld, but perhaps they should be: recent
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Figure 2. Magnetic ¯eld spatial power spectra at the Earth’ s surface. Triangles, modern Earth’ s
¯eld from Magsat data (Langel & Estes 1982); circles (squares), homogeneous (tomographic) sim-
ulations averaged over times when simulated ¯eld was not undergoing a reversal or an excursion.

palaeomagnetic evidence suggests that the time-averaged geomagnetic ­ eld may have
been 25{50% lower than today’s (Juarez et al . 1998; Guyodo & Valet 1999). Finally,
with regard to secular variation, both simulations give VGP dispersions from equa-
tor to pole that are much ®atter than the Earth’s over the past 5 Ma, varying by
only 1 or 2 . For the homogeneous case, the dispersion is approximately the Earth’s
equatorial value, and for the tomographic case the Earth’s polar value.

To sum up, both simulations di¬er in several regards from current palaeomagnetic
characterizations of the time-averaged ­ eld over the past 5 Myr. In the following
sections we will show, however, that despite these di¬erences the simulated reversals
resemble real reversal records in some aspects and suggest additional insights in
others.

3. The simulated reversals

(a) Homogeneous case

In this paper, we analyse and show results for a run of 315 kyr. It was preceded
by 150 kyr of simulation during which the Gauss coe¯ cients were saved only infre-
quently. The ­ rst reversal occurred roughly 90 kyr into the run, that is, 240 kyr after
the simulation began, which is plenty of time|11 free decay times for the ­ eld in
the core|for any transient behaviour stemming from the initial conditions to die
away. It was followed by a second reversal ca. 170 kyr later. These reversals stand
out in ­ gure 3a, which shows the variation of dipole and non-dipole energy density
averaged over the Earth’s surface (R1 and

P
Rn for n = 2{21, respectively). The
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Figure 3. Homogeneous simulation. (a) Energy density at Earth’ s surface of the dipole and
non-dipole ¯elds. The ¯eld reversed at the two sharp drops of the dipole. (b) Dipole ¯eld intensity
as observed at location 40 N, 240 E.

sharp drops in dipole energy by two to three orders of magnitude, down to or even
well below the non-dipole ­ eld energy, mark the polarity transitions. Note as well
the long-term decrease in dipole energy leading up to each of the reversals. This is
shown more clearly in ­ gure 3b, in terms of ­ eld intensity plotted on a linear scale,
and will be discussed later.

The duration of the ­ rst reversal of the homogeneous simulation, as de­ ned by
the drop and recovery in dipole intensity, can be estimated in ­ gure 3b and in the
more detailed view provided in ­ gure 4a; b. The axial dipole intensity transition low
measures anywhere from 6 to 24 kyr, depending on whether it is de­ ned as the time
spent below 9000 or 18 000 nT, respectively. Extrapolation downward of the long-
term intensity decrease before each reversal (­ gure 3b) shows that the shorter period
is a more reasonable characterization of the reversal itself. The total ­ eld intensity
(­ gure 4b) at this site (40 N, 240 E) preserves the basic form of the dipole intensity,
while ®uctuating about it, and so also yields similar estimates of duration.

The transition in directions during the reversal can also be variously de­ ned.
Figure 4b shows the change in local ­ eld direction at 40 N, 240 E from stable
normal to stable reversed in terms of the reversal angle, i.e. the angle between the
direction of the observed ­ eld and the normal polarity geocentric axial dipole ­ eld.
It took just 1.6 kyr for the direction to swing 145 , but 7.7 kyr to span between fully
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Figure 4. First reversal (normal to reversed) of the homogeneous simulation. (a) Dipole moment
(normalized by radius cubed of the Earth) versus time-step. (b) Left axis, axial dipole, dipole
and total ¯eld intensity; right axis, reversal angle, as observed for each time-step at location
40 N, 240 E. (c) True dipole path. (d ) Virtual geomagnetic pole path, as observed at location
40 N, 240 E. Every tenth time-step (every 475 yr) between steps 1830 and 1950 corresponds
to a letter A{M, as shown. The observation site is indicated by a star.

antipodal states. In contrast, the dipole ­ eld took only 0.6 kyr to swing from normal
to reversed, or 1.3 kyr until it completely settled down (­ gure 4c). The path taken by
the dipole as it turned over in this reversal is simple and longitudinally con­ ned, and
it continues past the South Pole along the antipodal longitude in a small excursion
to a point a little beyond 60 S before returning to fully stable reversed polarity.
The full ­ eld transition path, as expressed by VGPs, is, of course, more complex
and longer in duration, re®ecting the e¬ect of the non-dipole ­ eld superimposed on
the reduced dipole ­ eld (­ gure 4d). At di¬erent observation sites, the VGP paths
for this reversal di¬er greatly, as shown by several examples in ­ gure 5. Depending
on where the reversal is observed and one’s de­ nition of transitional VGP latitudes,
the duration of the reversal ranges from 2.0 to 6.4 kyr.

The second reversal of the homogeneous simulation is very similar to the ­ rst in
regard to dipole intensity variation (­ gures 3b and 6a). Not counting the long-term
variation, the duration of the axial dipole intensity dip that is associated with the
reversal is ca. 6 kyr. The local intensity low and directional instability of the total
­ eld at 40 N, 240 E are also ca. 6 kyr in length (­ gure 6b), but much more rapid
swings away from the axial dipole direction occur within this interval: more than
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Figure 5. VGP paths for ¯rst reversal of the homogeneous simulation as observed at (a) 20 N,
200 E, (b) 64 N, 338 E, (c) 0 N, 0 E, and (d ) 30 S, 90 W. Letters and star are as described
in the caption of ¯gure 4.

100 in reversal angle in 150 years at rates reaching at least 1 per year. The dipole
transition path is more complex than for the ­ rst reversal, with a general trend
westward and with several large swings in longitude spanning 60{120 (­ gure 6c).
The rate of movement of the pole during one of these swings was unusually rapid,
jumping 60 to the west and 40 northward across the Equator in just 50 years, even
though the full 180 reversal from stable reversed to stable normal took 3.2 kyr. As
the pole traversed from 60 S to 60 N, it made one complete revolution about the
globe in longitude. As we saw for the ­ rst reversal, the VGP paths vary a great
deal in geometry and duration between distant sites on the globe, but one common
feature displayed by many of them is prominent westward looping (­ gure 6d). In
duration, the local ­ eld reversals range from as little as 2 kyr to more than 6 kyr.

(b) Tomographic case

The tomographic simulation, like the homogeneous simulation, has also reversed
twice in 300 kyr. In some other respects, however, it is rather di¬erent. Very promi-
nent, sharp peaks in non-dipole ­ eld energy occurred every 40{50 kyr, one to two
orders of magnitude above the background value (­ gure 7a). Most of them coincided
with smaller peaks in dipole energy. In addition, there are almost as many order-of-
magnitude or greater dips in dipole ­ eld energy, some of them precipitous. Of course,
the intensity of the dipole ­ eld shows corresponding peaks and troughs (­ gure 7b).

In contrast to the homogeneous case, it would not be easy to guess where the two
reversals occurred in ­ gure 7 without prior knowledge. The ­ rst reversal happened
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suddenly, with no warning given by a preceding long-term decrease of dipole intensity;
in fact, the intensity was slowly climbing when the reversal began. Its duration,
de­ ned by the initial sharp drop and the ­ nal rapid recovery of dipole strength, is
2.5 kyr (­ gure 8b). The inversion of the dipole occurred in several stages, the swings
in its orientation con­ ned mainly to longitudes between 245 and 305 E longitude
and corresponding closely in time with the falls and rises in its intensity (­ gure 8c).
The pole ­ rst moved rapidly from normal to reversed polarity in 0.4 kyr as the dipole
intensity dropped by 40% and then quickly recovered. During the next 0.5 kyr, the
pole rebounded to 30 N as the intensity plummeted to 20% of its pre-transition
value. In the 1.0 kyr third stage, the dipole grew to a relative maximum of 75% of
pre-transitional as the pole reached the Equator, then dropped to a relative minimum
and recovered as it passed through low into high southern latitudes. In the last stage
the dipole made a second, smaller excursion to 50 S and back as the intensity climbed
to a maximum 60% greater than pre-transitional and returned to around the initial
value.

The non-dipole ­ eld ®uctuations during this ­ rst reversal of the tomographic sim-
ulation caused especially large local variations in the transition signature. At 40 N,
240 E the reversal in direction took ca. 4.5 kyr, during which time the intensity went
through two large peaks and never dropped signi­ cantly below the pre-transition
background value (­ gure 8b). The VGP record is signi­ cantly more complex than
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that for the true dipole, with more small excursions both before and after the polar-
ity switch. Some similarities remain in the structure of the main transition, however,
despite the importance of the non-dipole ­ eld. The rapid initial reversal is followed
immediately by a large and then by a smaller excursion, and most of these VGPs lie
in the same range of longitudes as the dipole poles. At this location reinforcement
occurs between dipole and non-dipole ­ eld, as clearly shown by comparing the vari-
ation in total ­ eld intensity and the dipole moment in ­ gure 8a; b. At many other
locations, however, the transition signature looks more like high-resolution palaeo-
magnetic records of real reversals. For example, the record in ­ gure 9a is much like the
Steens Mountain reversal record (Mankinen et al . 1985; Pŕevot et al . 1985a; b), show-
ing the usual pronounced low-intensity interval down to 20% of the pre-transition
value, a rebound from intermediate directions back to the initial polarity, and com-
pletion of the reversal followed by oscillating high values as much as 70% above the
pre-transition intensity. Figure 9b shows an even more typical signature at another
location, with nearly equal pre- and post-transition intensities.

The second tomographic reversal is much longer and more complex than the other
reversals. The magnetic ­ eld energy density, both dipole and non-dipole, dropped
very low and was still recovering very slowly by the end of the run (­ gure 7a). Thus,
one cannot de­ ne the duration well in terms of the intensity, but it would be more
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of ¯gure 4 for full description.

than 50 kyr at 40 N, 240 E (­ gure 7b). In terms of reversal angle, including all
the signi­ cant excursions except the last large excursion in ­ gure 10b, the transition
took 22 kyr. The reversal began with a series of six increasingly large excursions
from reversed polarity as the intensity dropped from 104 to less than 103 nT over
a period of 12 kyr. In the middle 3 kyr of the transition, while the intensity was
below 400 nT, the ­ eld swung seven times between reversed and normal polarity.
The reversal ended with ­ ve more excursions from normal polarity in 7 kyr as the
­ eld intensity slowly increased. In addition, at the beginning and end of the ­ rst
part of the transition, the dipole moment underwent several large, rapid oscillations
in strength (­ gure 10a). Both the dipole and the VGP paths are naturally complex
as well (­ gure 10c; d). The dipole path displays much east{west movement and few
instances where the pole crosses the Equator. The e¬ect of the non-dipole ­ eld is to
increase the component of north{south movement and, thus, to double or triple the
number of equatorial crossings of the VGP.

A palaeomagnetist confronted with a rock record like this would, most likely, disre-
gard it, ascribing the multiple swings in direction to variable remagnetization of pri-
mary reversed remanence by a later normal ­ eld. If not, the reviewers probably would,
so it would be unlikely to get published. Yet we have no reason to be sure that the
Earth’s ­ eld could not undergo such a complex reversal. In fact, there is one published
article of a reversal record that estimates a duration as long as 28 kyr for the Lower
Olduvai transition (Herrero-Bervera et al . 1987). It is interesting that this appears to
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be the only published reference for this transition, although there are six or seven for
the Upper Olduvai. Could it be that other studies of this transition have been con-
ducted but not published because the record seemed to be `unrealistically’ complex?

4. Further characterization and discussion

(a) Initiation of reversals

The abruptness of geomagnetic reversals and their irregular spacing in time have long
encouraged proposals that they are triggered by events external to the core, such as
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earthquakes (Heirtzler 1970) or meteorite impacts (Glass & Heezen 1967; Muller &
Morris 1986). These suggestions have been contested on observational and theoretical
grounds (Merrill & McFadden 1990; Jacobs 1994); they are not supported by the
present simulations, in which the reversals are entirely spontaneous. No triggering
event of any kind is imposed; the reversals arise from the evolving solution of the
governing equations alone. Thus, it is unnecessary to call upon external triggering
for the Earth’s reversals, although one cannot rule out the possibility that it may
have occurred on occasion.

On the other hand, McFadden & Merrill (1986) proposed an internal source for
reversals. They concluded from their statistical analysis of polarity intervals that trig-
gering must be e¬ectively independent of the main process driving the geodynamo,
suggesting that the compositional convection due to crystallization of the inner core
mainly produces the ­ eld, and thermal convection due to cooling at the CMB pro-
duces cold blobs of descending ®uid that are sometimes large enough to disorganize
the pattern of ®ow and trigger convection. In the simulations, however, both com-
positional and thermal buoyancy are important and produce magnetic e¬ects that
are inextricably intertwined. Signi­ cant latent heat is released at the same places as
compositional sources of buoyancy, and both are advected and di¬used upward in
the same way. Thus, they cannot be assigned exclusive roles as ­ eld generator and
reversal trigger. Moreover, we have not seen unusually large descending blobs that
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stand out as probable triggers. The simulations seem to be chaotic enough that they
do not need a trigger, internal or external. It is true, however, that all of the sim-
ulated reversals that we have examined in detail for these cases began in the outer
part of the outer core and propagated inward (Glatzmaier et al . 1999), as predicted
by McFadden & Merrill (1986).

Despite the di¯ culty in identifying speci­ c triggers, it is worthwhile to examine
the characteristics of the simulated magnetic ­ eld before the reversals occurred. In
1968, Cox proposed that when the axial dipole ­ eld decreases to a low enough value
relative to the non-dipole ­ eld a random ®uctuation of the latter could change the
sign of the former and seed a reversal (Cox 1968). This idea could not be quanti­ ed
rigorously because palaeomagnetic data are never complete enough to unambiguously
separate them into dipole and non-dipole parts. Nonetheless, Cox (1968) showed that
such models are not only consistent with low ­ eld intensity during reversals, but can
also explain the Poisson-like distribution of geomagnetic polarity intervals. With the
luxury of simulated data, which are global and closely spaced in time, we can examine
this idea using Lowes’s energy density parameter, Rn, for the dipole and non-dipole
­ elds (­ gures 3a and 7a).

The homogeneous case is dipole dominated (­ gure 3a), even more so than the
Earth’s present ­ eld (­ gure 2). Except around times when it was reversing, the
dipole energy density was typically between 2 108 and 6 108 nT2 and the non-
dipole energy density between 1 106 and 2 107 nT2. For both reversals there
seems to be a threshold value ca. 108 nT2 for the energy density, below which the
dipole ­ eld collapsed and switched polarity. In both instances, the general trend of
the non-dipole energy leading up to the collapse was upward. For the second reversal,
but not for the ­ rst, an order-of-magnitude larger than usual upward spike in non-
dipole energy began just before the dipole energy dropped quickly from 2 108 to
1 108 nT2, and shortly thereafter the dipole intensity plummeted and the ­ eld
reversed (­ gure 6). Although necessarily based on just two occurrences, we suggest
the following interpretation. In the homogeneous simulation, reversals can be readily
triggered by typical non-dipole ­ eld ®uctuations when the dipole energy is 1 108 nT2

and the general trend of the non-dipole energy is rising. An exceptionally large non-
dipole ®uctuation can raise the dipole energy stability threshold to 2 108 nT2. Why
both attempts at reversal were successful, i.e. there were no signi­ cant excursions,
is an interesting question. It could be a long-term characteristic of this case, but
more probably it is coincidence. Answering this question will require extending the
simulation.

As mentioned previously, the variation of dipole intensity shown in ­ gure 3b for the
homogeneous simulation is reminiscent of the relative palaeointensity record derived
by Valet & Meynadier (1993) from marine sedimentary cores. For about half of
that record, the intensity displays a sawtooth behaviour, oscillating widely with a
period of ca. 30 kyr about a long-term decreasing trend until it collapses at a reversal
boundary and builds back up with opposite polarity. Extrapolating the decreasing
trend of the relative minima to the intensity drop at the reversal yields a threshold
for onset of reversal 30{40% of the long-term average. The homogeneous simulation
displays large-intensity oscillations of similar period about a long-term trend that
decreases at a similar relative rate (­ gure 3b), with a reversal threshold estimated
in the same way at 50% of the long-term average. After both reversals, the intensity
regenerated to a peak value 50% higher than before.
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The tomographic simulation is much less dipole dominated than the homogeneous
simulation, and considerably less so than the Earth (­ gure 2). It is also less stable.
Both the dipole and non-dipole energy density records exhibit a number of large,
rapid ®uctuations, both up and down (­ gure 7a). There are three events where the
dipole energy dropped by at least two orders of magnitude, and three others where
the drop was about one order of magnitude. One large and one small drop were
accompanied by a global reversal of polarity. As in the homogeneous case, for both
reversals the trend of the time-averaged non-dipole ­ eld was upward during the time
leading to the dipole collapse. Otherwise, though, these reversals are quite di¬erent
from those of the homogeneous simulation.

The ­ rst tomographic reversal began when the long-term dipole intensity was
stronger than average and increasing. It seems to have been initiated by the sudden
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appearance of a pair of exceptionally large non-dipole ­ eld features (­ gure 13b),
which we will discuss further later. An upward kick in the non-dipole ­ eld strength
coincided with an initial dip in dipole energy that ushered in a further drop and rapid
reversal (­ gure 11b). The dipole intensity recovered 2.5 kyr later and continued its
long-term trend as though it had not been interrupted. Two other comparable non-
dipole spikes, around steps 1500 and 2200, only produced short-lived excursions. In
both these cases the largest non-dipole ­ eld energy peaks were in phase with dipole
energy peaks (­ gure 11a; c), whereas reversal seems to be favoured when they are
initially signi­ cantly out of phase.

The second tomographic reversal occurred during the third large collapse of the
dipole ­ eld. As described earlier, the time of directional instability is long and recov-
ery of intensity is slow. Each of the three large dipole collapses terminated an upward
trend in the long-term energy, as though there were an upper threshold ca. 3 108 nT2

for the tomographic case, above which the ­ eld is unstable. This is just the opposite
of what happened in the homogeneous simulation.

(b) Space-time variation

It is not easy to portray the complex character of the simulated reversals, but it
is important to do so because we have every reason to believe that real reversals are
at least as complex. As has been noted by many workers, the magnetic signature of
a reversal will vary with location because of the spatial and temporal variability of
the non-dipole ­ eld (Clement & Kent 1984). Describing the temporal variation at
even a single site can be complicated because of the rebounds and excursions that
typically occur and what is really needed to describe the entire phenomenon is the
space-time variation of the polarity transition around the globe.

In ­ gure 12, we attempt to illustrate the nature of the space-time variation for the
two homogeneous and the ­ rst tomographic reversals. We use the colour spectrum
to indicate the progression of the polarity transition in terms of VGP latitude, which
is still only part of the story because it neglects the simultaneous variation of VGP
longitude and ­ eld intensity. Each diagram shows the space-time variation of VGP
latitude at all site longitudes around a particular circle of latitude. In ­ gure 12, we
only show the variation at the Equator and at 65 N and 65 S, but we have examined
the space-time behaviour at other intermediate and higher latitudes. If the ­ eld were
purely dipolar, all sites would record the same VGP latitude at the same time and
the boundaries on the diagrams would be vertical lines at exactly the same time-step.

The ­ rst reversal of the homogeneous simulation shows considerable temporal
variation over the globe. The best marker to track is where the VGP crosses zero, as
shown by the dashed line in ­ gure 12, because this is the midpoint of the transition
zone and is the same for both VGPs and directions. The VGP ­ rst crosses zero in
the equatorial region from 330 eastward to 75 E longitude near time-step 220, but
oscillates in polarity several times before ­ nally staying reversed around time-step
270{275. Figure 5c shows the full VGP path for a site in this region, which involves
much longitudinal motion not shown in ­ gure 12, in addition to the several equatorial
crossings. Most of the equatorial sites, however, reverse around time-step 250 and
stay reversed. Tracking the reversal poleward, the reversal boundary becomes simpler
and occurs later, at time-step 265 in the north and 285 to 290 in the south. The
maximum time di¬erence for the ­ nal VGP crossing is almost 2000 years between
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the Equator and the South Pole. Roughly speaking, this reversal can be characterized
as starting in a region near the Equator and propagating both longitudinally and
poleward, something like the idealized ®ooding models proposed 20 years ago by
Ho¬man (1979).
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polarity at high northern latitudes and (temporarily) at the Equator near 180 E (see ¯gure 12).

The second homogeneous reversal is much less time transgressive. The maximum
time di¬erence for the ­ nal VGP crossing for sites around the globe is 800 years, and
for the great majority it is less than 500 years (­ gure 12). The reversal signature is
more complicated at low latitudes than at high latitudes and, generally, takes longer
to complete in the Northern Hemisphere than in the Southern Hemisphere.

The ­ rst reversal of the tomographic simulation is very interesting. Like the ­ rst
homogeneous reversal, it is markedly time transgressive. At high northern latitudes,
the VGP only traverses the Equator once, around time-step 100 of ­ gure 12. At high
southern latitudes, there is an excursion ca. 400 years later, but the ­ eld does not
­ nally reverse until 2000 years after it does in the north. At the Equator, the picture
is more complicated, but has intermediate characteristics of both the north and the
south (­ gure 12). Examination of vertical ­ eld maps around the time-step when the
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­ eld ­ rst reversed shows what happened (­ gure 13). Within only 100 years (one time-
step), a pair of large non-dipole ­ eld foci of opposite sign suddenly appeared and grew
in place to 40 000 and 32 000 nT, doubling and quadrupling, respectively, within
just 300 years. These reversed the ­ eld at high northern latitudes and, temporarily,
at the Equator between longitudes 90 and 300 E.

The second tomographic reversal record is too long and complex to illustrate
here in a single space-time diagram. To brie®y summarize, the onset of reversal was
extraordinarily time transgressive. If for simplicity we de­ ne it as the ­ rst time the
VGP crosses zero latitude, it occurred ­ rst in the Southern Hemisphere and did not
reach high northern latitudes until 11 kyr later. Yet the last VGP crossing occurred
3 kyr earlier at the North Pole than at the South Pole. Thus, by this de­ nition the
reversal took 22 kyr in the south and only 8 kyr in the north.

(c) Transition morphology

The geometry of the transition ­ eld during reversal of the geomagnetic ­ eld is a
question that has vexed palaeomagnetists and theoreticians for a long time. Various
idealized schemes for polarity reversal have been entertained, one of the simplest
being that the dipole simply turns over, so that the ­ eld at the midpoint of the
transition is that of an equatorial dipole superimposed on the non-dipole ­ eld. An
even simpler model is that the axial dipole decays to zero and regenerates with
opposite sign, leaving the non-dipole ­ eld as the transition ­ eld. These ideas can
be mixed and the strength and structure of the non-dipole ­ eld can be adjusted
to achieve an in­ nite variety of transition ­ eld models. Because the duration of
reversals is generally much less than the calculated free decay time of the dipole
­ eld in the core, it is logical to ascribe them to active processes and to assume
that some or all of the dipole ­ eld energy is transferred into the non-dipole ­ eld.
Several models for doing this have been proposed, all phenomenological rather than
physical. Flooding models postulate that reversal of an assumed uniform dipole ­ eld
source region nucleates locally in the core and spreads regularly throughout the
region (Ho¬man 1977, 1979; Williams & Fuller 1981). If it starts at one pole, at the
middle of the transition when the reversal region equals the still una¬ected region
in size, the dipole ­ eld will be zero, and the opposing hemispheres would give rise
to a dominantly axial quadrupole transition ­ eld. If the reversal nucleates at points
all around the Equator, the transition ­ eld would be an axial octupole, and if it
nucleates at a general point, the transition ­ eld will include both zonal and non-
zonal terms. Other models specifying simple ratios of low-order Gauss coe¯ cients
that grow at the expense of the dipole have been concocted in an attempt to ­ t
aspects of particular reversal records (Fuller et al . 1979; Herrero-Bervera & Theyer
1986; Clement & Kent 1991; Clement 1991). A problem with this approach is that
it is usually not possible to independently correlate horizons between records of the
same reversal at di¬erent sites. Thus, no one has yet been able to invert transition
records for the Gauss coe¯ cients.

Even though we know that the simulations do not accurately represent the real
Earth, examining the low degree and order Gauss coe¯ cients of the simulated rever-
sals can help us by suggesting how simple a description of transition ­ elds it may
be useful to seek. We have conducted a detailed examination of the Gauss coef-
­ cients through the reversals, but, in this paper, we will only summarize relevant
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Figure 14. Detailed time evolution of the axial dipole, equatorial dipole and non-dipole energy
for (a) homogeneous case ¯rst reversal; (b) homogeneous case second reversal; (c) tomographic
case ¯rst reversal; (d ) tomographic case second reversal. (n; m) signi¯es the harmonics (Gauss
coe± cients) that are dominant during the time-interval when the non-dipole energy is greater
than both the axial and equatorial dipole energy.

results. Figure 14 shows the variation of axial dipole, equatorial dipole, and non-
dipole ­ eld energy densities through the transition intervals of the four reversals.
The most important part from the standpoint of transitional directions is where
the axial dipole energy is less than or equal to either the equatorial or non-dipole
energies.

During the ­ rst homogeneous reversal, the non-dipole energy is always larger than
the equatorial dipole energy, very signi­ cantly so in the last three-quarters of the
transition. (We note in passing that the equatorial dipole energy displays large,
fairly regular oscillations that also show up as a large peak at a period of 600 years
in spectral analyses of the entire 315 kyr homogeneous simulation.) Examination of
the Gauss coe¯ cients shows that the central peak in the non-dipole energy is mainly
due to g1

2 and h1
2, which we will call the (2,1) coe¯ cients, whereas the parts of the

record before and after the peak are dominated by (3,0), i.e. g0
3 . These coe¯ cients

belong to the group of coe¯ cients (n; m) with n+m odd, which is called EA, because
they all correspond to ­ elds that are antisymmetric about the Equator. Figure 15a
shows the map of vertical magnetic ­ eld at the Earth’s surface for the time-step when
the axial dipole is closest to zero. Indeed, the ­ eld at this midpoint of the transition
is mainly antisymmetric. Furthermore, as discussed above, this is the reversal that
appeared to spread outward from the Equator with time in ­ gure 12a, which is

Phil. Trans. R. Soc. Lond. A (2000)

 rsta.royalsocietypublishing.orgDownloaded from 

http://rsta.royalsocietypublishing.org/


Simulated geomagnetic reversals 1161

-
10 00

- 4
00

0

- 1000

- 1000

- 2000

- 1000
- 2000

- 2000
- 2000

1000

1000

2000

20
00- 3000 30

00

3000 3000

3 000

- 2000

10
00

0

- 1000

- 1000

- 1000

- 1
00

0

- 2000

- 2000

- 2000

- 2000 - 3000

- 3000

- 40
00

- 6000 - 5
00

0

- 7000

0

0

0

0

1000

1000

2000

20
00

30
00

3000 400050006000

70
00

8000

0

0

0

0

0

-

-

-

-

-

(b)

(a)

Figure 15. Vertical ¯eld for the homogeneous simulation for (a) the ¯rst reversal and (b) the
second reversal at the midpoint of the transition (when the axial dipole passes through zero).
Solid contours indicate downward ¯eld, broken contours upward, and contour interval is 1000 nT.
Note that the ¯eld is dominantly antisymmetric about the Equator in (a) and symmetric in (b),
corresponding to the odd and even values of n+m for the dominant harmonics in parts (a) and (b)
of ¯gure 14, respectively.

reminiscent of one of Ho¬man’s (1979) ®ooding models. In fact, these coe¯ cients are
just the ones that Ho¬man showed are largest for this particular ®ooding geometry.

Both the equatorial dipole (1,1) and the non-dipole ­ eld contribute signi­ cantly to
the energy density for the second homogeneous reversal (­ gure 14b). The non-dipole
contribution turns out to come mainly from Gauss coe¯ cients (3,3), and to a lesser
extent, but at the centre of the transition, (2,2). These coe¯ cients represent ­ elds
that are symmetric about the Equator (E S ) because n + m is even. They are also
sectorial harmonics (n = m), which divide the globe into longitudinal sectors. Note
that the vertical ­ eld map for the time-step at the centre of the transition is fairly
symmetric about the Equator and is divided by nodal lines into four approximately
longitudinal sectors (­ gure 15b). However, the temporal variation of these energy
terms through the transition is large (up to an order of magnitude) and not simple.

The ­ rst reversal of the tomographic simulation is more complex than either of the
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reversals of the homogeneous simulation. The non-dipole ­ eld energy is very high at
the beginning and end of the reversal: higher than the pre- and post-transition axial
dipole energy. There is a prominent rebound after a quick reversal (­ gure 8), so the
axial dipole energy has three sharp minima (­ gure 14c). The equatorial dipole (1,1)
is dominant at the last minimum, but (2,2) and (2,1) are most prominent at the
second and (1,1) and (2,0) are equally prominent at the ­ rst. The vertical ­ eld map
at the ­ rst minimum illustrates the large contributions of (1,1) and (2,0) (­ gure 13b).
Thus, during part of the transition the ­ eld was a mixture of EA and E S , whereas
during the rest the ­ eld was dominantly E S . These changes in dominant harmonic
during the transition took only a few hundred years, and the peak-to-peak energy
changes in them are again about a factor of ten.

The energy density graph (­ gure 14d) of the second tomographic reversal is so
complex that it de­ es accurate verbal description, and to show the variation of all
the contributing harmonics would take many ­ gures. Even, symmetric harmonics
(1,1), (2,2) and (2,0) comprise about two-thirds of the energy averaged through this
exceptionally long transition interval. Odd, antisymmetric harmonics (2,1) and (3,0)
contribute the remaining one-third of the energy. The dominance of E S and EA ­ elds
alternates many times during the transition.

Merrill & McFadden (1990) and McFadden et al . (1991) found that when the angu-
lar dispersion S of VGPs of the geomagnetic ­ eld is decomposed into the parts arising
from symmetric and antisymmetric harmonics, S S decreases from its present value to
a minimum and SA increases to a maximum in the Cretaceous Normal Superchron,
an interval of 35 million years when the ­ eld did not reverse at all. The variation in
S S correlates remarkably with the well-known variation in reversal rate during the
last 160 million years (Merrill et al . 1996). Thus, one might suppose that the geody-
namo is more likely to reverse polarity when the symmetric ­ eld is stronger and the
antisymmetric ­ eld weaker, and, furthermore, that the transition ­ eld during a rever-
sal might be dominantly symmetric. The second homogeneous and ­ rst tomographic
reversals are consistent with this hypothesis. The second tomographic reversal is
mixed, but broadly consistent: the symmetric contribution to the transitional ­ eld
energy is about twice that of the antisymmetric components (not counting the axial
dipole). The ­ rst homogeneous reversal, however, is inconsistent with the hypothesis,
the antisymmetric terms (3,0) and (2,1) dominating the transition interval.

Returning to the simpler question of dipolar or non-dipolar transition ­ elds, the
four simulated reversals are all di¬erent. For the ­ rst homogeneous reversal the
transition ­ eld is strongly non-dipolar throughout. For the second, the equatorial
dipole ­ eld outweighs the non-dipole ­ eld at the very beginning, but the middle
is dominated by the non-dipole ­ eld. The equatorial dipole dominates the middle
of the ­ rst tomographic reversal, but a mixture of various quadrupolar ­ elds are
larger at the beginning and end. Finally, of the many Gauss coe¯ cients contributing
signi­ cantly to the second tomographic reversal, the equatorial dipole contributes
ca. 30% of the non-axial-dipole energy over the long transition interval.

(d) Geographical con¯nement of VGPs

Debate in the palaeomagnetic community continues unabated over whether the
preference shown by VGPs for longitudinal bands centred on the Americas and East
Asia (Clement 1991; Laj et al . 1991; Tric et al . 1991) in many polarity transition
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records is fact or artefact. Simple models show that the dominance of a single suitably
placed ®ux patch could produce preferred bands for reversal paths (Gubbins & Coe
1993), but the signi­ cance of the reported banding itself has been severely questioned
(Valet et al . 1992; Quidelleur & Valet 1994). A compilation of transitional VGPs from
0{16 Ma lava ®ows failed to show any preferred bands (Pŕevot & Camps 1993), and
several explanations for banding caused by poor magnetic recording in sediments
have been suggested (Rochette 1990; Langereis et al . 1992; Quidelleur et al . 1995).
Nonetheless, a selection of detailed lava ®ow records shows clusters of VGPs in South
Atlantic and Australian patches that lie on the preferred bands (Ho¬man 1992, 1996).
Moreover, a compilation of polarity reversals and excursions recorded by lava ®ows,
shallow intrusive rocks, and rapidly deposited lake sediments by Glen et al . (1994,
1999) suggests that the transitional virtual geomagnetic poles of the geomagnetic
­ eld seen from western North America during the past 16 Myr do show a preference
for two bands. These bands, however, are shifted some 30{60 east of the originally
proposed bands, suggesting that their position may depend on the location of the
recording site, and, thus, have a signi­ cant non-dipole ­ eld content. Most recently,
in a new analysis of 0{20 Ma lava ®ow records, in which the data were normalized
according to the number of intermediate directions, Love (1998) found a statistical
bias of transitional VGPs for the longitudinal bands, which he attributed to non-
zonal structure of the non-dipole ­ eld.

The question of whether preferred bands or patches do exist is important because
it bears directly on lateral variations of conditions in the lowermost mantle, their
in®uence on the geodynamo, and their implications for mantle and core dynamics
(Gubbins 1994; Lay et al . 1998). The seismic tomography of the mantle (Su et al .
1994) and computer simulations of mantle convection (Tackley et al . 1994) suggest
that the temperature in layer D00 just above the CMB can vary by hundreds of degrees
over lateral distances of the order of 1000 km. Lateral temperature variations at the
CMB, however, are very small (ca. 0:001 K), because the much smaller viscosity in
the ®uid core makes convection much more e¯ cient. Consequently, large variations
in the radial temperature gradient must exist just above the CMB, and, therefore,
also large variations in heat ®ux from the core to the mantle. That such variations
would a¬ect convection in the core and the operation of the geodynamo has long
been noted (Cox & Doell 1964; Hide 1970). The long-term variation in reversal rate
from zero in the Cretaceous Normal Superchron 100 million years ago to four or
­ ve per million years now is generally accepted to be the result of slowly changing
conditions in the lower mantle (Merrill & McFadden 1990). Independent support for
this interpretation is provided by these and other simulations, which show that some
patterns of CMB heat ®ux have much higher reversal rates than others (Glatzmaier
et al . 1999). Thus, there is some reason to suppose that analysis of the reversals of
the tomographic simulation could have a bearing on the question of preferred bands,
even though the conditions assumed for the tomographic simulation must depart
substantially from those of the Earth.

To check for VGP preference in the tomographic simulation, we calculated the
density of VGPs that would be recorded by sites distributed evenly all over the
globe at all the time-steps in an interval that is twice as long as, and centred on, each
polarity transition. Figure 16a shows a map of the results for the ­ rst tomographic
reversal. The highest density areas of transitional VGPs straddle the Equator around
270 E longitude. They are part of a broad swath that extends over the Americas
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Figure 16. VGP density for time-intervals spanning the ¯rst tomographic reversal (a) and
the second tomographic reversal (b). Note that the colour scale is nonlinear.

and into the Paci­ c and Atlantic Oceans, but the average density of the swath is
much reduced relative to the highest-density, low-latitude areas (note that the colour
scale is nonlinear). There is also a hint of higher density over Siberia. The histogram
in ­ gure 17a shows the concentration of VGPs more quantitatively. There is a sharp
peak centred on 260 E longitude that rises more than a factor of two above the
background, and a poorly de­ ned small peak centred on 100 E. In this histogram, a
cut-o¬ for VGPs with latitudes higher than 65 has been incorporated to exclude full
polarity poles. Choosing a 45 cut-o¬ enhances the main peak to four times above
background and all but eliminates the subsidiary peak.

The peak in VGP density centred on 260 E is consistent with the transition pole
path for the true dipole ­ eld (­ gure 8c). Further analysis con­ rms that the clustering
of VGPs is due far more to the equatorial dipole than to the non-dipole ­ eld, even
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Figure 17. Histograms showing number of VGPs lying in 5 longitude intervals between latitudes
of 65 S and 65 N for the tomographic simulation ¯rst reversal (a) and second reversal (b),
corresponding to the two VGP density maps in ¯gure 16.

though the latter outweighs the former during much of the transition. Features such
as the large positive ®ux patch at the Equator shown in ­ gure 13b have a substantial
(1,1) harmonic component that concentrates the VGPs in that longitude band.

The VGP density map for the second tomographic reversal, which is much longer
and more complex than the ­ rst, reveals a conspicuous absence of transitional poles in
the Paci­ c Basin, a broad smear of poles everywhere else in the Northern Hemisphere,
and longitudinal bands of poles over South America, Australia and South Africa
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(­ gure 16b). The histogram in ­ gure 17b con­ rms this impression. There are three
distinct peaks in VGP density at 30, 130 and 300 E longitude corresponding to
these bands and a deep minimum across the Paci­ c. The peaks, however, only rise
15% above the troughs that separate them, except for the broad Paci­ c trough, in
which they stand 70% above. Choosing a 45 latitudinal cut-o¬ enhances the depth
of the Paci­ c trough signi­ cantly, but reduces the Australian peak to a shoulder on
the African peak, and only slightly sharpens the distinction between the American
and African peaks. Again, further analysis shows that the distribution of transitional
VGPs with longitude resembles that of the true dipole.

These results do correlate broadly with the CMB heat ®ux pattern imposed in the
tomographic simulation (­ gure 1). The high peak in VGP density at 270 E in the
­ rst reversal corresponds well to the top of the elongate heat ®ux maximum under
the Americas. The VGP density peaks of the second reversal, however, are on the
®anks of the positive heat ®ux features, while the VGP density low corresponds to
the CMB heat ®ux low under the Paci­ c, but also overlaps the western half of the
heat ®ux high under South America. Superimposing the VGP densities from both
simulations ­ ts the heat ®ux pattern somewhat better, especially the broad high from
East Africa to Central Australia. More reversals are needed to test the robustness of
this correspondence. Nonetheless, we can say that the simulations do appear, so far,
to o¬er some support for VGP preference hypotheses.

5. Conclusions

Both the homogeneous and tomographic simulations have run for ca. 300 kyr, and
both have reversed polarity twice. This is comparable with the average reversal rate
of the recent geomagnetic ­ eld, which is one every 200{250 kyr. Although neither
simulation accurately reproduces all the properties of the spatially or temporally
averaged geomagnetic ­ eld, neither today’s ­ eld nor the time-averaged ­ eld of the
past 5 Ma, they are encouragingly earth-like in their spatial power spectra. In terms
of temporal variability, the homogeneous simulation displays on average somewhat
less and the tomographic simulation somewhat more secular variation than the Earth.

The two homogeneous reversals and the ­ rst tomographic reversal ­ t the stereo-
type inferred from palaeomagnetic recordings of real reversals rather well: duration
2{10 kyr, low dipole intensity during the transition, and VGP paths that usually
cross the Equator quickly and are adorned with excursions and rebounds. Locally,
however, the ­ rst tomographic reversal exhibited unusually large ­ eld intensities in
the early stages of the transition and at its close. These arose from ®ux patches that
suddenly sprang into existence and quickly became very intense. The second tomo-
graphic reversal is quite di¬erent, consisting of a progressive collapse of the dipole
intensity, a protracted period (22 kyr) of polarity change marked by repeated large
oscillations in direction, and an extremely slow recovery of dipole intensity. It raises
the question of whether such a long and complex polarity transition has never been
observed palaeomagnetically, or just never reported.

The reversals are quite di¬erent in spatial variability of magnetic signature and the
extent to which they are time transgressive, that is, the extent to which the reversal
happens earlier or later at di¬erent places around the globe. The two homogeneous
reversals are simple, so that at most localities the VGP crosses the Equator only
once and the midpoint of the transition is well de­ ned. For the ­ rst, this point occurs
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initially in a limited range of longitudes at the Equator and ­ nally at high southerly
latitudes, almost 2000 years later. For the second it varies by 800 years around the
globe. The ­ rst tomographic reversal is more complex, but its time transgression can
also be estimated reasonably well at 2000 years. The last tomographic reversal is so
complex that it is necessary to mark the ­ rst and last times the VGP crosses the
Equator. By this measure, the time transgression at the beginning is 11 kyr between
the north and south polar regions and 3 kyr at the end, and the duration of the
reversal ranges from 8 kyr in the north to 22 kyr in the south.

The simulations are chaotic, and the reversals occur spontaneously and are so
di¬erent that there is probably no speci­ c trigger that sets them o¬. Nonetheless, all
of the reversals started during an upward trend in the time-averaged non-dipole ­ eld
energy density. In the second homogeneous and ­ rst tomographic reversals we see a
large, abrupt increase in non-dipole energy that coincides with a decrease in dipole
energy and leads quickly to a further decrease in the dipole and reversal of polarity.
This behaviour strongly reminds one of the early ideas of Cox (1968). Furthermore,
each homogeneous reversal occurs after a long-term decrease in the dipole energy as
it nears an apparent threshold at 108 nT2, and after the polarity change the energy
builds back up to a signi­ cantly higher value than it had just before. This gives
the intensity records a sawtooth appearance, much like that observed by Valet &
Meynadier (1993) in their study of relative palaeointensity in marine sediments.

The four reversals also di¬er signi­ cantly in transitional ­ eld morphology. The
­ rst and second homogeneous reversals are dominantly non-dipolar, that is, the non-
dipole energy is higher than the equatorial dipole energy when the axial dipole is
very weak. The major Gauss components in the ­ rst transition belong to the anti-
symmetric group and in the second to the symmetric group. The ­ rst tomographic
reversal is dominated by the equatorial dipole in the middle of the transition and by
a mixture of quadrupolar components at the beginning and end, giving it an overall
symmetric transition ­ eld. The second, long reversal of the tomographic simulation
has no well-de­ ned middle. Its succession of many di¬erent Gauss components that
contribute to the transition ­ eld de­ nitely make it mixed in character, but overall it
has a non-dipolar and symmetric ®avour. In summary, there is no strong rule as to
the dominant character of the transition ­ elds in these simulations, although sym-
metric, non-dipolar ­ elds are more prevalent so far. The strongest conclusion of this
entire analysis is that each reversal in the simulations has its own unique character,
which can di¬er greatly in various aspects from others. The same may well be true
for the Earth.

Finally, the densities of transitional VGPs from sites all over the globe exhibit a
statistical correlation with areas of higher-than-average CMB heat ®ux. Both tomo-
graphic reversals give a peak in number of VGPs between 260 and 310 E longitude
and a broad low in the Paci­ c region. There is also an indication of a weak high some-
where between 30 and 130 E. The correlation between transitional VGP density and
CMB heat ®ux is crude and requires testing with more reversals, but the simulations
do currently appear to o¬er some support for VGP preference hypotheses.
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